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In this talk we will present a mathematical study [4] of the algorithm proposed in [3] where the authors
proposed a variance reduction technique for the computation of parameter-dependent expectations
using a reduced basis paradigm. A study of the effect of Monte-Carlo sampling on the theoretical
properties of greedy algorithms is given. In particular, using some concentration inequalities for the
empirical measure in Wasserstein distance proved in [1], sufficient conditions are proved on the number
of samples used for the computation of empirical variances at each iteration of the greedy procedure
to guarantee that the resulting method algorithm is a weak greedy [2] algorithm with high probability.
These theoretical results are not fully practical and therefore an heuristic procedure is proposed to
choose the number of Monte-Carlo samples at each iteration, inspired by this theoretical study, which
provides satisfactory results on several numerical test cases. Let us give some more details :
Let p, d ∈ N∗, (Ω,F ,P) a probability space, Z a Rd-valued random vector with probability law ν,
P ⊂ Rp a set of parameter values. For all µ ∈ P, let fµ : Rd → R a real-valued function such that
fµ ∈ L2

ν(Rd).
Goal : For all µ ∈ P, quickly compute E(fµ(Z)).

A control variate using a "Reduced Basis" paradigm : Let Mlarge,Msmall ∈ N∗ such that
Mlarge �Msmall. Let (ZMlarge

k )1≤k≤Mlarge and (ZMsmall
k )1≤k≤Msmall be iid random vectors with law ν.

Assume that we have selected N values of parameters (µ1, µ2, .., µN ) ∈ PN (with N small), and
that, in an offline stage, the quantities (EMlarge(fµi) := 1

Mlarge

∑Mlarge

k=1 fµi

(
Z
Mlarge

k

)
)1≤i≤N have been

precomputed. For all µ ∈ P, we can build an estimator of E(fµ(Z)) using a control variate f̄µ(Z), for
some function f̄µ : Rd → R such that :

E(fµ(Z)) ≈ EMlarge(f̄µ) + EMsmall(fµ − f̄µ)

The control variate function f̄µ is constructed as "the projection" of fµ on the vector space {fµ1 , .., fµN }.
Then, the online estimation of E(fµ(Z)) can be done in a complexity of order N . The objective of
this work is to analyze a greedy procedure to select the parameters µi, and to show that the selected
parameters are close, in some sense, to the best possible set of parameters, with high probability.
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